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INTRODUCTION TO DISCRETE DIFFUSION
FOR BIOLOGICAL APPLICATIONS

Diffusion models are a popular class of

generative AI models that produce high-fidelity

samples that are similar to training data.

Notable examples include DALL·E-2, Stable

Diffusion, and Sora. These models learn to

generate images from noise by first adding

noise to an image and then learning how to

reverse this process (Fig. 1). This method has

been extended to generate images of various

styles, subjects and textures using only a text

prompt.

Biotech R&D teams often seek to develop

biological molecules for specific applications.

Generative AI and diffusion models are

promising tools for the controlled engineering

of protein sequences from prompts. Tools for

diffusion-driven structure generation of proteins

include RFdiffusion [1] and Chroma [2].
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FIGURE 1. Diffusion processes add noise to an image, then learn to reverse that process.

https://ai.ginkgo.bio/#contact
https://ai.ginkgo.bio/#contact
https://openai.com/index/dall-e-2/
https://huggingface.co/spaces/stabilityai/stable-diffusion
https://huggingface.co/spaces/stabilityai/stable-diffusion
https://openai.com/sora/
https://www.nature.com/articles/s41586-023-06415-8
https://www.nature.com/articles/s41586-023-06728-8
https://models.ginkgobioworks.ai/
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Structure-focused generation offers a

promising tool for many design applications,

such as designing and predicting binding to

target proteins. However, its reliance on

well-defined structures complicates its use for

applications where the critical structural

intermediate is unknown. Biological sequence

data may help to fill this gap.

While protein structure data is continuous,

sequence data is discrete and therefore

requires a different approach to diffusion.

Recent work has introduced a discrete method

of diffusion known as discrete denoising

diffusion probabilistic models (D3PM) [3,4] for

text data. Additionally, Microsoft Research has

extended EvoDiff [5] to work on protein

sequences.

Antibodies offer a particular challenge for

protein design because they are subject to

somatic hypermutation and therefore include

variable regions that don’t follow conventional

evolutionary statistics. An effective antibody

language model must be able to capture this

variance.

Here we describe Antibody Discrete Diffusion,

a generative model for antibody sequences

building on the work of EvoDiff. While

antibody-specific LLMs, such as AbLang-2 [6],

offer limited capabilities for sequence infilling,

Antibody Discrete Diffusion allows for full

generation from noise. We believe this method,

combined with appropriate wet lab validation,

will support antibody designers as they drive

generation to a specific functionality.
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FIGURE 2. AbLang-2 scoring of de novo generated antibody sequences under different generation strategies.

Sequences generated using Antibody Discrete Diffusion were scored comparably to natural antibody sequences.

https://ai.ginkgo.bio/#contact
https://ai.ginkgo.bio/#contact
https://arxiv.org/abs/2107.03006
https://arxiv.org/abs/2107.03006
https://github.com/microsoft/evodiff
https://github.com/oxpig/AbLang2
https://models.ginkgobioworks.ai/
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MODEL AVAILABILITY

Access to Antibody Discrete Diffusion is

available through the Ginkgo Model API. You

can read additional documentation or follow

this Google Colab notebook for a

demonstration of usage.

MODEL ARCHITECTURE AND DATASET
PREPARATION

To learn from antibody sequences, we

considered ESM-based architecture models of

varying size up to 150M parameters. We found

that a small, 8M-parameter model offered

similar performance for a lower computational

cost. The model was trained from scratch on

the unpaired Observed Antibody Space (OAS)

[7] dataset of about ~2.4 billion unpaired

sequences collected from B-cell receptors. We

used the AntiRef-90 [8] version of OAS which

removes partial sequences and clusters

sequences using MMseqs2 [9] at a 90%

threshold, then selected a representative

sequence from each of about ~160 million total

clusters.

Learn more about Ginkgo AI 3

FIGURE 3. AbLang-2 scoring of generated sequences varying sampling temperature. Lower temperatures generate

sequences that are more natural-looking (as judged by AbLang-2 model likelihoods), but less diverse. Users can specify

these sampling options on the API for their use case.

https://ai.ginkgo.bio/#contact
https://ai.ginkgo.bio/#contact
http://models.ginkgobioworks.ai
https://ginkgo-1.gitbook.io/ginkgo#antibody-discrete-diffusion
https://colab.research.google.com/drive/1-njF2ncsSvf2KO29q5TcWXNtCkGV64qf#scrollTo=VjRMVsUC82rF
https://opig.stats.ox.ac.uk/webapps/oas/
https://github.com/brineylab/antiref
https://github.com/soedinglab/MMseqs2
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FIGURE 4. Sequence similarity networks for natural and generated sequences. Sequences generated with a high

temperature parameter, T, showed similar clustering profiles to natural sequences in terms of sequence similarity (A, B),

chain type (C, D) and V-Gene diversity (E, F). In contrast, sequences generated with lower T values produced sequence

similarity networks less resembling those of natural antibodies.

https://ai.ginkgo.bio/#contact
https://ai.ginkgo.bio/#contact
https://models.ginkgobioworks.ai/
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ANTIBODY DISCRETE DIFFUSION
GENERATES DE NOVO SEQUENCES
RESEMBLING NATURAL ANTIBODIES

Antibody Discrete Diffusion generates

sequences of a desired length, with variability

controlled by a temperature parameter, T. The

model supports three decoding methods:

random, highest probability positions, or

minimum entropy-based position selection.

We found that Antibody Discrete Diffusion

could generate natural-like sequences without

any prompt (Fig. 2). Sequence lengths were

specified using a random selection of natural

sequences from the validation set. Sequence

quality was scored as log-likelihood using

AbLang-2.

Low T values tended to result in high similarity,

high likelihood chains, while increasing the

temperature tends to result in more

natural-looking distributions with greater

variability in log-likelihood (Fig. 3).

We further characterized the generated

sequences by sequence similarity clustering

and predicted V-gene type (Fig. 4). V-gene

annotations were assigned using ANARCI [10]

and sequence similarity networks (SSN) were

used to visually represent sequence diversity.

We found the temperature parameter to have a

significant effect on generated sequence

diversity and V-gene sampling. Sequences

generated with lower T values had lower

diversity and sampled fewer relevant V-gene

types. In contrast, high-T sequences were more

representative of natural diversity profiles.

We further explored the relationship between

sequence diversity and temperature by plotting

sequence similarity distributions as a function

of temperature (Fig. 5).
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FIGURE 5. Pairwise sequence identity

distributions varying sampling temperature.

Sequences generated with high T produced diversity

profiles more closely resembling those of natural

antibodies.

FIGURE 6. CDR3 length distribution of generated

sequences varying temperature. The length of

generated CDR3 regions was similar to that of natural

sequences, regardless of T value.

https://ai.ginkgo.bio/#contact
https://ai.ginkgo.bio/#contact
https://www.biorxiv.org/content/10.1101/2024.02.02.578678v1
https://opig.stats.ox.ac.uk/webapps/sabdab-sabpred/sabpred/anarci/
https://models.ginkgobioworks.ai/
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Overall, these results illustrate a trade-off

between sequence diversity and sequence

quality, with higher temperature values tending

to generate sequences with better diversity

profiles but worse quality scores. Antibody

Discrete Diffusion users are encouraged to

seek optimal T values for their application. We

recommend defaults of T=1.0 and the entropy

sampling decoding method.

GENERATED CDR3 REGIONS REFLECT
NATURAL VARIABILITY AT HIGH
RESOLUTION

Antibody design efforts often focus on

complementary determining regions (CDRs),

highly variable amino acid sequences that

directly bind antigens. Of the three found on

each chain, the third CDR on the heavy variable

chain, CDRH3, is often most heavily implicated

in binding.

To assess the Antibody Discrete Diffusion

model's capacity to capture CDR3 variability,

we first examined the length distribution of the

generated sequences (Fig. 6). We found

generated CDR3 sequences to be similar in

length to natural CDR3s, with the T parameter

having little effect. We next examined the

sequence diversity of generated CDR3s as

measured by the per-position entropy of in

alignments of generated sequences (Fig. 7).

When generated at high temperature, CDR3

variability profiles closely resembled those of

natural sequences.
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FIGURE 7. Per-position entropy of heavy chain sequence alignments. Sequences generated with higher T values

showed natural-like diversity profiles across the antibody sequence and indicated regions. In contrast, sequences

generated with lower T were globally less diverse.

https://ai.ginkgo.bio/#contact
https://ai.ginkgo.bio/#contact
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CONCLUSION

Taken together, these results show that

Antibody Discrete Diffusion can capture not

just the higher-order statistics of antibody

sequences, but position-based information as

well.

Because they allow unconditional sequence

generation from scratch, we anticipate

diffusion-based methods will be a powerful tool

for R&D teams seeking to engineer

generated-for-purpose antibodies for

therapeutic applications.

Access to Antibody Discrete Diffusion is

available through the Ginkgo Model API. You

can read additional documentation or follow

this Google Colab notebook for a

demonstration of usage.
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